Simulation and extended range prediction of monsoon intraseasonal oscillations in NCEP CFS/GFS version 2 framework
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The present study investigates the role of ocean–atmosphere coupling in improving the simulation and extended range prediction skill of the monsoon intraseasonal oscillations (MISOs) using the NCEP CFS (version 2) vis-à-vis its atmospheric component GFS (version 2) forced with bias-corrected sea-surface temperature (SST) derived from CFS. Though the CFS free-run analysis shows dry bias over Indian land as compared to GFS, the interactive air–sea coupling in CFS has considerably improved the simulation of large-scale dynamical fields, SST–rainfall relationship, and the northward propagation of the MISOs with respect to GFS. However, the improvement of MISO simulation in CFS over GFS has not necessarily guaranteed the improvement of real-time extended range prediction during 2011 and 2012. CFS shows better skill over GFS (forced with bias-corrected CFS derived SST) at pentad lead 4. The phases of MISOs are better predicted in GFS and the amplitude prediction skill is marginally improved in CFS. The present study also advocates the need of probabilistic category (active, normal or break) forecast at extended range.
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Introduction

The extended range prediction (ERP) of the boreal summer monsoon intraseasonal oscillations (MISO) and the daily rainfall of Indian summer monsoon (ISM) have been attempted in various studies in the past as well as in recent times using statistical1–5 and dynamical models6–13. With the recent adoption of National Centers for Environmental Prediction (NCEP) Climate Forecast System version 2 (hereafter referred to CFSv2) strategy at the Indian Institute of Tropical Meteorology (IITM), Pune and monsoon modelling communities under the Ministry of Earth Sciences (MoES) to deliver dynamical operational forecast since 2011, there has been a growing need for rigorous evaluation of the skill of NCEP-CFS model in terms of the capability of simulating the MISOs as well as the total rainfall amount in the extended range. Since MISOs explain the dominant variance in the intraseasonal scale14,15, the skill of quantitative precipitation forecast is naturally tied to the prediction skill of MISOs. The ERP skill of tropical ISOs as well as MISOs of any dynamical model depends on several factors16,17, and various studies have exhibited the unambiguous role of the coupled evolution of the ocean–atmospheric mode in the coupled general circulation models (CGCMs). A faithful representation of the air–sea interaction in these coupled models is a dominant factor to generate the ‘observed’ mode of the intraseasonal propagation18–20.

Before the development of the state-of-the-art CGCM in which the sea surface temperature (SST) is evolved synchronously with the atmospheric components, the atmospheric general circulation models (AGCMs) have been used for the diagnostic analysis and forecast of MISOs. These studies used the SST as lower boundary forcing to simulate the MISOs and discussed the impact of SST lower boundary forcing on the prediction of MISOs21–24. All these studies advocate the fact that the simulation and prediction of MISOs using dynamical models is delicately dependent on the climatological mean condition of the model-simulated large-scale dynamical environment (e.g. zonal and vertical winds, etc.). In this sense, it is debated whether the MISO is largely an atmospheric component and/or the interacting SST in the coupled models has such a significant role in predicting the structure and propagation of MISOs. Recently, Rajendran et al.25 claim that the role of SST coupling is passive, and AGCMs with realistic SST boundary forcing can simulate the SST–rainfall relationship on the interannual scale reasonably well, and thus may give a reasonable dynamical prediction of the interannual variability26. This conclusion may not naturally be extended to intraseasonal scale. A series of studies in the last decade however showed that the surface heat fluxes and ocean dynamics might have substantial impact in the simulation, prediction skill and also the predictability of...
the tropical ISOs in general. It has also been shown that the role of intraseasonal SST–rainfall lag–lead relationship over the Bay of Bengal (BoB) and Arabian Sea (AS) is critical for the northward phase propagation of MISO during active and break spells, and thus may be important in predicting the active/break spells over Central India (CI). In addition, a number of modelling studies have also demonstrated that the CGCM not only simulates a stronger ISO than the AGCM, but also generates a realistic phase relationship between intraseasonal convection and underlying SST. However some studies, especially on Madden–Julian oscillation (MJO) and equatorial waves, also indicate that inclusion of air–sea coupled processes may not always lead to improvements for the same. On the contrary, Seo et al. concluded that ‘Improvements tend to occur when coupled models are capable of simulating observed relationships among convection, surface heat fluxes, and SST associated with the ISO, and in such cases the ISO in the coupled model simulations are indeed improved compared with the simulations in the atmosphere-only integrations.’

Thus, although it is well established that the representation of MISOs in CGCM is more reasonable than AGCM, it is not yet apparent to what extent, in general, the realistic representation of air–sea interaction in CGCM influences the real-time prediction of the northward phase propagation of MISOs in the extended range. It is also not obvious to what extent the biases in simulated SST in CGCM impact the MISO phase propagation and statistical relationship of SST with rainfall over Indian monsoon region. In addition, if such daily SST biases in CGCM are further corrected with respect to observed daily SST and then reassigned as the corrected boundary forcing for AGCM, will it be realistic enough to simulate and predict MISOs in the extended range? Focusing on these questions based on SST–rainfall relationship, is essential to develop a realistic operational forecast system for ERP of MISOs based on the recent version of NCEP-CFS/GFS models. Seo et al. have used the previous version of NCEP-CFS model and demonstrated the role of SST and the air–sea coupling for the propagation of the boreal summer ISO. In this study, we take these issues further and focus on the role of the air–sea interaction in NCEP-CFS/GFS model adopted in IITM for the prediction of MISOs. Precisely, we attempt to address the following scientific issues in this article:

(i) What is the skill of CFS and GFS models in capturing the northward phase propagation and rainfall–SST relationship?

(ii) What is the performance of GFS and CFS in the real-time prediction of MISOs for the ISM season of 2011 and 2012?

To answer the above questions, we need to simulate the ISM and its variability in AGCM and CGCM under identical settings. In this study, both AGCM and CGCM share the same atmospheric model, which ensures the identical dynamical core and parameterization of the atmospheric component. We have made long free runs using both AGCM and CGCM to evaluate the inherent model biases that may influence the rainfall–SST statistics. Details of the models, experiment design and observed dataset used are discussed in the following sections respectively. Next, we discuss results from the long runs and the hindcast experiments. This is followed by summary and conclusions.

Model description

The CGCM used in this study is the NCEP-CFS coupled model version 2 (refs 56 and 57). The atmospheric component of the model is NCEP-GFS at T126 resolution (approximately 100 km) with 64 vertical levels, which is coupled to the NOAA Geophysical Fluid Dynamics Laboratory (GFDL) modular ocean model version 4 (MOM4) (ref. 58), sea-ice model and Noah land model. The ocean model is a finite difference version of the ocean primitive equations configured under the Boussinesq and hydrostatic approximations with zonal resolution of 1/2° and meridional resolution of 1/4° between 10°S and 10°N, gradually increasing through the tropics to 1/2° poleward of 30°S and 30°N. There are 40 layers in the vertical with 27 layers in the upper 400 m of the ocean, and the maximum depth is approximately 4.5 km. The vertical resolution is 10 m from the surface to 240 m depth, gradually increasing to about 511 m in the bottom layer.

Data and methodology

Two different sets of experiment have been conducted to evaluate the mean biases ascribed to both AGCM and CGCM in simulating the chief features of MISOs and further to assess the prediction skill and performance of both AGCM and CGCM in real-time ERP of rainfall associated with the active–break spells of ISM. In the first set of experiments: two types of free long runs are performed: (i) CFS coupled run for 100 years and (ii) GFS run forced with bias-corrected CFS simulated daily SST for 30 years. Figure 1 shows the seasonal mean (June–September, JJAS) SST bias produced by CFS. It shows that CFS suffers a systematic cold bias that dominates globally, except some parts in the west coast of Mexico and Ecuador. These biases are as large as 2–4°C in some regions and most importantly, it has larger amplitude over the Indian Ocean (IO) compared to the equatorial Pacific. We identified the daily SST bias in CFS and corrected it with respect to the observed daily SST data (OISST). Bias correction is done by removing the daily mean bias (model daily climatology – observed daily
climatology) from the daily forecasted SST. This corrected daily SST is provided as the boundary forcing for the 30-year-long simulation using GFS. Finally we analyse the last 55 years of CFS simulation and 25 years of GFS simulation for the present study.

Next, for the real-time forecast experiments, both GFS and CFS were integrated for 25 days in ensemble mode. Here, both GFS and CFS models share the same sets of 11 atmospheric initial conditions and the AGCM GFS is forced with bias-corrected SST forecasted from corresponding unperturbed CFS forecast. Each ensemble member is generated by slightly perturbing the initial atmospheric conditions (the control run initial conditions have been prepared from coupled data assimilation system (CDAS) with T574L64 GFS-based atmospheric assimilation and MOM4-based oceanic assimilation). In order to make the perturbation size consistent with analysis variance of each variable in the perturbed initial conditions, the amplitudes of perturbation are adjusted to ensure sufficient spread in the forecast fields. For the CFS/GFS output validation, the following available observational and reanalysis datasets have been used: (a) monthly and daily precipitation data from Global Precipitation Climatology Project (GPCP), (b) daily gridded rainfall data from National Climate Centre, India Meteorological Department, (c) the TRMM-gauge merged rainfall dataset from India Meteorological Department (IMD), (d) daily data of circulation at different vertical levels from NCEP–NCAR Reanalysis data and (e) daily NOAA OISST. The observation field is hereafter referred to as OBS in the following discussion.

Results

Long-run comparison: the climatological and statistical aspects

The realistic simulation of the climatological seasonal mean (JJAS) precipitation as well as the atmospheric large-scale circulation is an essential factor for reasonable representation of the ISM variability. We compare the JJAS mean precipitation (shaded) and low-level (850 hPa) wind (vector) simulated in long runs of CFS (Figure 2b) and GFS (Figure 2c) with the observed precipitation and wind (GPCP and NCEP-NCAR; Figure 2a). The large-scale seasonal biases in the respective models are further depicted in Figure 2d, e. We highlight some of the important points apparent from Figure 2 as follows:

- CFS shows considerable dry bias in precipitation over Indian land region, while GFS could capture the observed pattern of rainfall reasonably well. However, the oceanic convergence zone over equatorial IO and equatorial western Pacific region is poorly simulated in GFS run compared to CFS. The pattern correlation for the larger South Asian region (40°–140°E; 15°S–35°N) between GPCP and GFS (CFS) is 0.66(0.8). It is also to be noted that the amount of rainfall over the oceanic convergence zone of equatorial IO and equatorial western Pacific region is too strong in CFS and too weak in GFS.
- The low-level cross-equatorial flow and the cyclonic circulation over the ISM region are well reproduced by CFS. However, GFS shows an erroneous strong westward low-level flow near the equator, with the separation between the continental and oceanic convections. Over the extended monsoon region, both GFS and CFS over-estimate the wind vectors compared to OBS.
- The overall large-scale structure of the northern convergence zone, the hallmark of climatological monsoon circulation, is confined to the Indian region only and does not extend to the Maritime continent in GFS, whereas it is well captured in the CFS.
- GFS has considerable dry bias over the equatorial IO and equatorial western Pacific compared to observation.

Thus we can deduce that GFS alone, even though it simulates better rainfall climatology over Indian land mass in the sense that the dry bias is reduced to some extent over the areas adjoining the east coast and BoB, does not represent the true large-scale climatology of GPCP pattern. The impact of bias correction in SST forcing thus does not have much influence in correcting the mean state of the model atmosphere in general.

We further examined the local SST–rainfall lead–lag relationship for daily data over the IO region which is characterized by a large range of variation of SST and also has large impact on the Indian monsoon and its interannual variability, as similarly shown in monthly scale by Rajendran et al. The fidelity of coupled model-simulated daily SST relationship can be seen in the local SST–rainfall lag–lead relationship plot in Figure 3. The area-averaged SST over grid points as mentioned in the panels is used as a reference time series and the correlation
of SST with rainfall is plotted as a function of lag–lead time. Figure 3a shows the correlation over AS and Figure 3b shows the same over BoB. It is evident from the figure that over both the regions CFS outperforms GFS. However, it may also be seen that the lag-correlation relationship is different over the two regions in OBS simulation. Over BoB, the lag correlation peaks at ~10 days (other than lag 0), while over AS the lag correlation in OBS peaks around ~5 days. Nevertheless, the AS has better lag–lead relationship in CFS than BoB. Over BoB, there is a shift in peak of about 1–2 days (blue and black curve), while over the AS both peaks are at the same lag. Recently, Roxy et al. have observed similar behaviour and attributed this to the realistic simulation of oceanic processes. The fall of correlation in GFS at higher lag implies that the low-frequency component cannot be predicted more than on weather range, typically pointing a Markovian nature (red-noise) of the temporal evolution. However, increase in correlation at higher lag for CFS simulation can be taken as an indicator of higher chance of a long-range periodic forcing with higher predictability in the extended range beyond weather scale, consistent with the theory of MISO prediction (similar to predictor–predictand relationship in a good statistical model). Another evidence of improvement is given in Figure 4, in which we show the composite northward propagation of MISO from the GPCP, CFS and GFS long run. The northward propagation is plotted using a lag-regression technique with CI area-averaged rainfall as a reference time-series. Here, it is apparent that the rainfall phase propagation in CFS initiates from the oceanic region as in observations, while such phase propagation is not clear in GFS. However, interestingly the negative anomalies of convection show some propagation in GFS. This shows that the air–sea interaction during convectively active phase is more actively participating in the realistic phase propagation. The above analysis reveals that though the MISO is typically an atmospheric component, many of its features and lag–lead relationship of the large-scale boundary forcing (e.g. SST) with the predictand (rainfall) are well captured by a coupled model (CFSv2) than the atmospheric stand-alone model (GFS). Thus the coupled model is expected to improve the simulation and prediction of MISOs.

The statistical aspects of this deficiency in capturing the SST–rainfall relationship would be revealed from a co-spectrum plot indicating the co-variability of the same two variables. This is shown in Figure 5 for the data averaged over AS region. The top row shows the co-spectrum, coherence and phase relationship of the two variables, rainfall and SST from OBS. The middle and bottom rows show the same from GFS and CFS runs respectively. It is clear from the co-spectrum and coherence plot that in the intraseasonal range (abscissa between frequency \(10^{-1}\) and \(10^{-2}\) day\(^{-1}\) ) the co-variability is comparable between OBS and CFS, but GFS shows
unrealistic variability compared to OBS. A prominent deficiency is also seen in the phase plot for all the variables. The phase difference between rainfall and SST of about $100^\circ$ is clear in OBS as well as in CFS in the intraseasonal low frequency range. However, GFS does not show any such phase shift. This phase is the arc-tangent of the co-spectrum and the quadrature spectrum. For two completely random variables, it will fluctuate randomly as is clear in any of the panels beyond frequency of $10^{-1}$ day$^{-1}$. This implies that below a periodicity of 10 days, there is no phase relationship between SST and rainfall and they are statistically independent. However, in the lower frequency (i.e. intraseasonal) range, the OBS data show a fixed phase relationship. The wild fluctuation of phase angle is intruded in the intraseasonal range in the GFS plot, whereas CFS fluctuation matches with the OBS. Thus, the CFS run is able to capture the statistical phase dependence closer to OBS between the variables SST and rainfall. This relationship between rainfall and SST is similar in the BoB region also (figure not shown).

Comparison of 2011 and 2012 forecasts using CFS and GFS

Operational real-time prediction: The panels of Figure 6 shows the observed JJAS evolution of precipitation for 2011 and 2012. Figure 6a and b shows the pentad evolution of rainfall anomaly (%), while Figure 6c and d shows the 20–80 day filtered Hovmöller diagrams of daily precipitation anomalies averaged over 60–95°E. From Figure 6a and b, it is noted that there are few active spells identified for both 2011 and 2012 towards the end of season (the transition to active happened in the last week of August and first week of September). These active spells are also associated with northward-propagating
Figure 5. The co-spectrum (left column), coherence (middle column) and phase relationship (right column) between daily rainfall and daily SST: OBS (top row); GFS (bias-corrected SST, middle row); CFS (bottom row).

Table 1. Correlation coefficients for the monsoon zone rainfall for 24 pentads during 2011 and 2012. CC values are shown up to four pentad lead for GFS and CFS

<table>
<thead>
<tr>
<th></th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CFS</td>
<td>GFS</td>
</tr>
<tr>
<td>P1-lead</td>
<td>0.64</td>
<td>0.63</td>
</tr>
<tr>
<td>P2-lead</td>
<td>0.33</td>
<td>0.60</td>
</tr>
<tr>
<td>P3-lead</td>
<td>0.12</td>
<td>0.41</td>
</tr>
<tr>
<td>P4-lead</td>
<td>0.43</td>
<td>0.35</td>
</tr>
</tbody>
</table>

We mark arrows on two selected pentads in this plot which are the transition to active spell that will be discussed in detail later. In order to observe the deterministic (ensemble mean) skill of rainfall prediction using CFS and GFS for these two years, Table 1 provides a relative comparison of forecast skill in different pentads. It may be seen that for pentad 1 and pentad 2, the forecast skill of GFS forced with bias-corrected SST is at par or higher than CFS-coupled SST. The GFS forecast skill linearly decreases with time, while CFS forecast skill is improved at later lag. This may be an artifact of the SST–rainfall relationship as seen in Figure 3. The SST–rainfall relationship shifts to strong anti-correlation at later lags. This strengthening of (opposite) relationship at later lead time may be due to the periodic forcing imposed by northward propagating MISOs. It is evident that CFS simulates the MISOs more realistically, with better phase relationship between convection over Indian land region and equatorial IO, compared to GFS. Therefore, the error growth in the actual forecast in CFS may be less if the forecast starts with an initial time when the convection is over IO. Thus the reduction in forecast skill with increase in lead time due to stochastic error growth seems to be partly compensated by better phase representation of phase relationship of convection in CFS over the Indian region due to improved air–sea interaction compared to GFS, that leads to slight improvement in correlation skill at the fourth pentad in both years in CFS.

Figures 7 and 8 show the prediction verification for four selected pentads based on the active spells identified in Figure 6 (marked as arrows). The prediction of the
active pentads for the years 2011 (25–29 August) and 2012 (4–8 September) are shown in these figures respectively. These pentads represent a transition to the strong active conditions and they are plotted to demonstrate the fidelity of the models in capturing this transition. The 2011 case represents a strong active condition over the west coast and northwest India (Figure 7, top panel). Figure 7 shows that the CFS model is able to capture the transition to active spells over these regions four pentads in advance, while GFS shows mostly negative to no rainfall anomaly over this region when forecast 3–4 pentads in advance. For 2012, the 4–8 September spell has active conditions prevailing over south-central India and adjoining BoB (Figure 8 top panel). This spell is captured with improved fidelity four pentads in advance in the CFS model compared to GFS. Thus, the transitions to active spells are predicted well in advance in CFS with better skill in terms of spatial patterns of observed distribution of rainfall.

Ensemble mean and probabilistic forecast of 2011 and 2012 over monsoon zone: The ensemble mean and probabilistic forecast for area-averaged rainfall over monsoon zone for the years 2011 and 2012 in the third and fourth pentad lead time are shown in Figures 9 and 10 respectively. The top panels show the third pentad forecast and the bottom panels show the fourth pentad forecast. The left panels show the plots for CFS forecast whereas the right panels show the plots for GFS forecast. Each panel consists of four sets of sub-panels. The top sub-panel shows the pentad mean percentage rainfall anomalies for the observed (brown bars) and ensemble mean prediction (green bars). The two horizontal lines (blue) show the ±40% pentad departure anomaly line. The rainfall above (below) 40% (~40%) anomaly is categorized as active (break) spells or else as normal spells when it remains within ±40% range. The probabilistic forecast, i.e. the percentage of ensemble member in active (navy blue), normal (sky blue) or break (orange bars) category is shown in the bottom three subpanels of each panel respectively. For the year 2011 as shown in Figure 9, the strong active spells during the end of August–mid September are captured in CFS when predicted third and fourth pentad in advance. Although the GFS shows fidelity in capturing the active-break spells in the third pentad, it cannot forecast the active spell in a four-pentad lead time. Similarly, the strong active spell in 2012 (Figure 10) during the end of season, is also better forecasted in CFS compared to GFS. Moreover, the break spell in the first two weeks of June is also coherently captured in CFS. The GFS, however, does not skillfully predict the break spell four-pentad in advance.
The quantitative verification of CFS and GFS probabilistic forecast skill for the entire 2011 and 2012 season (48 pentads) could be shown using a relative operating characteristic (ROC) curve. This is basically a graph between hit rate (HR) and false alarm rate (FAR) for each category forecast (i.e. active, break and normal category). HR is defined as the proportion of occurrences, when both the observed rainfall and the forecasted rainfall are in the same category. Similarly, FAR is defined as the proportion of non-occurrences, i.e., when forecasted rainfall is not in the observed category. For all the pentads in 2011 and 2012 from June to September HR and FAR may be obtained and binned as frequency of occurrence. The scatter plots of the binned HR and FAR are shown in Figure 11. The triangular portion below the dotted diagonal line shows the region where FAR $\geq$ HR, and hence may be considered as region of no skill forecast. Any forecast (represented by lines for each category), above this line is case when HR $\geq$ FAR and hence may be considered as useful forecast. A useful measure of quantitative forecast skill is area under the curve (AUC) defined as the net area enclosed by the curves (Figure 12). It may be easily seen from Figures 11 and 12 that the forecast skill of CFS is much better in the fourth pentad lead time compared to GFS. For all other pentads, both CFS and GFS show comparable skills. Figure 11 shows that break and normal categories are poorly forecasted in GFS pentad-4 in advance compared to CFS forecast. In pentad-2 lead time, Figures 11 and 12 show that active spells are better predicted in GFS compared to CFS. Thus the probabilistic skill score shows improvement in CFS forecast skill compared to GFS forecast with bias-corrected SST with a lead time above 10 days.

**MISO forecasts of 2011 and 2012:** The MISO forecasts in extended range are important for agricultural and hydrological purposes. We check the forecast skill of CFS and GFS for the years 2011 and 2012. Recently, Suhas et al. have developed an index for real-time monitoring and real-time validation of MISO forecast similar to the Wheeler and Hendon index of MJO. The paper defines two indices MISO1 and MISO2, which are...
Figure 9. Observed and forecasted rain anomalies and forecast probabilities for three categories (active, normal and break) over monsoon zone during 2011. Pentad 3 and pentad 4 are shown for CFS in (a), (c) and those for GFS (bias-corrected SST) in (b), (d).

the principal components of extended empirical orthogonal functions (EEOFs). The EEOFs are obtained based on a covariance matrix created from 60°E to 95°E averaged rainfall data extending from 15°S to 35°N for the 122 days of monsoon season of 12 continuous years (1998–2009). The EEOFs show latitudinal variation in the data and the favourable region of convection. These principal components (MISO1 and MISO2 indices) explain about ~23% variances in the data. The index captures the large-scale low-frequency northward propagation of MISO. Since the amplitude of MISO1 and MISO2 for any day represents the northward-propagating components, the scatter plot of MISO1 versus MISO2 time series would show the evolution of MISO. The scatter plot can be divided into eight equal octants and a composite of any day residing in each octant would represent a location of convective anomaly. A systematic propagation of convective anomalies will be obtained based on the composite of precipitation for the days clustered in each octant (also called phases) of the scatter plot (see figure 8 of Suhas et al.15). For more details, refer to Suhas et al.15. The northward propagation and real-time monitoring of MISO for the years 2011 and 2012 are shown in Figure 13a and b respectively. Here each octant or phase is represented as a pizza slice. The phase index (1–8) and the location of convection band in the respective phases are mentioned at the top of each pizza slice (black dotted line). The dotted unit circle (MISO12 + MISO22 = 1) is also shown. Amplitude of MISO indices below the unit circle may be considered as insignificant. The plot for 2011 (Figure 13a) shows that the MISO amplitudes are weak over CI most of the time, while northern India and foothills of the Himalaya show strong MISO amplitude during September. Also June and July show strong MISO amplitude over the southern peninsula and IO, but the amplitudes are not propagated to CI and the monsoon zone. For 2012, it also shows strong MISO amplitude started from end of August over CI or monsoon zone (Figure 13b).
Figure 10. Observed and forecasted rain anomalies and forecast probabilities for three categories (active, normal and break) over monsoon zone during 2012. Pentad 3 and pentad 4 are shown for CFS in (a), (c) and those for GFS (bias-corrected SST) in (b), (d).

Figure 14a, b shows the forecast skill (correlation) of MISO indices and MISO amplitude (MISO1^2 + MISO2^2)\(^{0.5}\) as a function of lead time using CFS and GFS for 2011. The skills are shown for 18 cases of real-time forecasts during June–September of 2011. The MISO amplitude (green curve) shows 15-day lead skill, whereas for GFS it is 13 days before the correlation becomes insignificant (<0.6). Also, MISO1 shows better skill in CFS compared to GFS. However, the forecast skill of MISO2 is relatively better in GFS compared to CFS. Since the MISO amplitudes represent the net variances explained by the MISO using EEOF method, the overall improvement in skill is obtained from MISO amplitude, which is two days more in CFS compared to GFS. Figure 14c–f shows the phase evolution of MISO starting from four initial conditions (mentioned at the top of each panel) to capture an active condition starting around pentad 25–29 August 2011 over North and Central India. The blue curve shows the observed phase evolution for next 20 days starting from an initial condition in each panel. The red curves show GFS ensemble members, whereas green curves show CFS ensemble members. It may be seen that both CFS and GFS show identical behaviour in capturing the phase evolution, although the amplitude differs at times with observation. The initial condition from 24 August (Figure 14f) shows large over-estimation of MISO amplitude using CFS compared to GFS. Figure 15 shows the same plot as Figure 14, but for 2012 and for active pentad starting during 3–7 September 2012. Figure 15a and b shows identical skill in MISO index amplitude forecast (~10 days) for both CFS and GFS. However, individual indices (MISO1 and MISO2) are better predicted in GFS run with bias-corrected SST in this year. Finally, Figure 15c–f shows that although the phase
propagation is captured from different initial conditions here, the amplitudes are overestimated compared to observations. CFS-derived MISO amplitudes show larger over-estimation than GFS in general 5–7 days after the start date of forecast.

**Discussions and conclusions**

The realistic SST–rainfall on subseasonal range relationship has long been considered as an important indicator of the fidelity of models in simulating as well as predicting the MISOs during the summer monsoon season. In this study, we experimented with NCEP-CFS coupled model (CFSv2) and the atmospheric component of the same (i.e. GFS) forced with bias-corrected daily SST to study the role of SST in capturing the climatological features and the intraseasonal SST–rainfall relationship in general with an aim to understand the importance and role of this relationship in the simulation of northward phase propagation and the prediction of MISOs. It is shown that the local SST–rainfall lag–lead relationship (Figure 3) is more realistic in the CFS model. Inability of GFS in capturing this feature would have important consequences in the large-scale dynamical feedback. Inappropriate representation of phase change in periodic forcing as evident from cross-correlation curve in GFS compared to CFS with respect to observation would lead to unrealistic rainfall amplitude in GFS associated with MISO. Since the large-scale rainfall is always associated with MISO, such errors in rainfall may impart large errors on the circulation. Also, this SST–rainfall relationship is important in capturing the phase propagation of the MISOs, also shown by Roxy et al. using a similar modelling strategy with CFS. The gradual fall (rate of change) of cross-correlation curve for GFS compared to OBS and CFS runs may indicate the temporal longer-range persistence or long-range memory in GFS (for dependence of cross/auto-correlation on long-range memory of time-series refer to Carreras et al., Zhou, Zhu et al.). In CFS run similar to OBS, the decorrelation lead-time below significance level is reached much earlier than GFS. Thus cross-correlation function may be influenced by artificial and model-induced long memory in GFS. This may be an artifact of the absence of proper air–sea interaction, which is efficiently captured in the coupled CFS run. Hence, the northward phase propagation in CFS is efficiently captured. In spite of this, the dry bias in rainfall over the Indian land mass is present dominantly in the CFS and although reduced to some extent, it is present in the GFS.

**Figure 11.** Relative operating characteristic (ROC) curve depicting the hit rate versus false alarm rate of the probabilistic forecast plotted for three categories (break, normal and active). ROC for forecasted lead pentad 1, (a) CFS, (b) GFS; lead pentad 2, (c) CFS, (d) GFS; lead pentad 3, (e) CFS, (f) GFS; lead pentad 4, (g) CFS and (h) GFS.

**Figure 12.** ROC score (area under ROC curve) which provides a summary statistic for the performance of probability forecasts is plotted for three categories forecast for lead pentad 1–4 and for CFS and GFS.
Figure 13. Observed phase diagram (MISO1 and MISO2) during JIAS: (a) 2011 and (b) 2012.

Figure 14. Correlation coefficient for the 18 cases of forecasted MISO indices as a function of lead time for 2011: (a) CFS and (b) GFS. Phase evolution of an active episode during 25–29 August 2011 for next 20 days from four initial conditions: (c) 9 August, (d) 14 August, (e) 19 August and (f) 24 August. Blue line is for observed, red for GFS forecast and green is for CFS forecast.
Next, we compared the ERP skill using these two model runs in real-time mode for 2011 and 2012. It is clear that the rainfall prediction skill over the monsoon zone for the CFS is improved in the fourth pentad lead compared to GFS. However, the GFS skill is very much improved in the 5–10 days when forced with bias-corrected SST. The improvement in forecast in CFS in the fourth pentad may be attributed to the realistic simulation in the SST–rainfall relationship. This improvement in the representation of the air–sea interaction is evident from the operational ERP of MISOs as well as the total rainfall for the years 2011 and 2012. The most important improvement is seen in the category-wise forecast in a probabilistic manner. The break and active category is forecasted with better fidelity at the fourth pentad lead. As evident in the AUC, the skill of categorical prediction is higher for GFS in the first two lead pentads. Whereas, categorical prediction skill considerably improved in CFS forecast especially at the fourth pentad lead. The bias-corrected GFS run shows improvement in MISO phase prediction, although MISO amplitude prediction skills in CFS are better or at par with GFS for the two years, 2011 and 2012. More verification runs are required to get realistic scenarios. Although there is a climatological dry bias of rainfall over Indian land in CFS compared to GFS, the MISO amplitudes are over-estimated in CFS run compared to GFS for individual active spell forecasts in the extended range in these two years. This needs more careful examination. There may be large event-to-event variability and prediction skill may also depend on the particular phases of the monsoon circulation. Though sample sizes are limited to two years, considering the general merits and demerits of both models in the extended range, it may be concluded that both coupling and representation of
realistic SST boundary forcing are also important in the ERP applications. However, to establish a definite conclusion, model integrations are being conducted in GFS bias-corrected framework for more years and also in the persisted anomaly framework and will be reported in future.
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